ABSTRACT

This article is the seventh in a series reviewing the importance of research design, analyses, and epidemiology in the conduct, interpretation, and publication of nutrition research. Although there are a variety of factors to consider before conducting nutrition research, the techniques used to conduct the statistical analysis are fundamental for translating raw data into interpretable findings. The statistical approach must be considered during the design phase of any study and often involves the use of multivariate analytical techniques. Multivariate analytical techniques represent a variety of mathematical models used to measure and quantify an exposure–disease or an exposure–outcome association, taking into account important factors that can influence this relationship. The primary purpose of this review is to introduce the more commonly used multivariate techniques, including linear and logistic regression (simple and multiple), and survival analyses (Kaplan Meier plots and Cox regression). These techniques are described in detail, providing basic definitions and practical examples with nutrition relevance. An appreciation for the general principles within and presented previously in this article series is vital for enhancing the rigor in which nutrition-related research is implemented, reviewed, and published.

Although there are a variety of factors to consider before conducting nutrition research, the techniques used to conduct statistical analysis are fundamental for translating raw data into interpretable findings. The statistical approach must be considered during the design phase of any study and often involves the use of multivariate analytical techniques. By definition, a multivariate analysis (or multivariate modeling) is an efficient analytical tool used to control for confounding effects, to assess effect modification, and to summarize the association of several predictor variables with some outcome variable of interest. More simplisticly, multivariate analytical techniques represent a variety of mathematical models often used in epidemiologic research to classically measure and quantify an exposure–disease or more practically an exposure–outcome association, taking in account important factors that can influence this relationship. For instance, in most nutrition studies involving human participants, multivariate techniques must be employed to adjust or control for the effects of basic demographic factors (ie, age, race/ethnicity, and sex) on the outcome of interest. Failure to control for these variables, in addition to others, can lead to spurious results and inappropriate inferences regarding the true exposure–disease or exposure–outcome relationship. Essentially
multivariate techniques allow for the analysis of the relationship between more than one independent variable and one or more dependent variables. Thus, the primary purpose of this review is to introduce the more commonly used multivariate techniques, including linear and logistic regression, and survival analyses. These techniques are highly prevalent in the literature and are described in detail, providing basic definitions (Figure 1) and practical examples with nutrition relevancy. Future articles will address other less common, but equally important, multivariate techniques.

LINEAR REGRESSION

Linear regression is a commonly applied statistical technique used to assess the relationship between two or more variables where the dependent variable is quantitative. In general, the assumption for linear regression is that the independent variables (x) and the dependent variable (y) are linearly related (Figure 2). Estimating the parameters of a linear regression model is typically done using the least squares method, and linear regression models are often used to assess how well a given set of covariates (or x values) can predict the outcome of interest (or y). For example, suppose an investigator would like to explore the relationship between admission blood glucose and hospital length of stay (LOS). The researcher might hypothesize that patients with higher blood glucose on admission will have longer hospital LOS. To investigate this hypothesis, the researcher collects data from a sample of hospital patients on their admission blood glucose levels and their LOS. A simplistic approach to analyzing these data would be to estimate Pearson linear correlation coefficients between the two continuous variables. However, correlation coefficients can only evaluate the strength of linear relationship between two variables. In this example, they cannot be used for prediction or to tell us what LOS to expect for someone with a given blood glucose level. To estimate how much longer patients remain in the hospital for every unit increase in admission blood glucose, it is essential to find a formula for the best straight line through the observed

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidence interval&lt;sup&gt;a&lt;/sup&gt;</td>
<td>The computed interval with a given probability (e.g., 95%) that the true value of a variable such as a mean, proportion, or rate is contained within that interval.</td>
</tr>
<tr>
<td>Confounding</td>
<td>The distortion of the apparent effect of an exposure on risk brought about by the association of other factors that can influence the outcome.</td>
</tr>
<tr>
<td>Cox regression hazards</td>
<td>A statistical model used in survival analysis in which the effect of a treatment under study has a multiplicative effect on the study participant’s hazard rate.</td>
</tr>
<tr>
<td>Effect modification&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Occurs when the relationship between variables is altered by the value of another variable (synonym: interaction, synergy).</td>
</tr>
<tr>
<td>Indicator variable&lt;sup&gt;a&lt;/sup&gt;</td>
<td>A variable taking only one of two possible values; one usually indicates the presence of the condition, and the other (usually zero) indicates the absence of the condition (previously referred to as a dummy variable).</td>
</tr>
<tr>
<td>Kaplan–Meier plot</td>
<td>A graphic depiction used in survival analysis that estimates survival function as a series of horizontal steps of declining magnitude and takes into account so-called censored data—losses from the sample before the final outcome is observed.</td>
</tr>
<tr>
<td>Linear regression</td>
<td>Regression analysis of data using linear models with quantitative outcomes.</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>Regression analysis of data using binary or dichotomous outcomes.</td>
</tr>
<tr>
<td>Multivariate analysis&lt;sup&gt;a&lt;/sup&gt;</td>
<td>A set of techniques used when the variation in several variables has to be studied simultaneously.</td>
</tr>
<tr>
<td>Odds ratio</td>
<td>A measure of the degree or strength of an association applicable to all types of studies employing nominal data. It reflects the odds of having the risk factor if the condition is present divided by the odds of having the risk factor if the condition is not present.</td>
</tr>
<tr>
<td>Regression analysis&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Given data on a dependent variable (y) and one or more independent variables (x1, x2) this statistical technique involves finding the best mathematical model to describe y as a function of the x.</td>
</tr>
<tr>
<td>Survival analysis&lt;sup&gt;a&lt;/sup&gt;</td>
<td>A class of statistical procedures for estimating the survival function and for making inferences about the effects on it of treatments, prognostic factors, exposures, or other covariates.</td>
</tr>
</tbody>
</table>

data points. The results from such a regression can also be used to predict the LOS for a patient with a given set of characteristics including admission blood glucose.

In a simple regression model, a linear relationship between one independent variable (x) and a dependent variable (y) is expressed as: \( y = \beta_0 + \beta_1 x \), where \( \beta_0 \) is the y-intercept (ie, the estimated value of y when \( x = 0 \)), and \( \beta_1 \) is the regression coefficient (the estimated increase in the dependent variable for every unit increase in the independent variable). Using the previous example, y is the hospital LOS, x is the admission blood glucose, and \( \beta_1 \) represents the additional time spent in the hospital for every 1-unit increase in admission blood glucose. This type of modeling is used to depict simple relationships between two linearly related variables. Clearly, there would be other clinical factors to consider in this relation (eg, age, diagnoses, and comorbidities), which would require more sophisticated modeling.

Multiple linear regression modeling is considered an expansion of the simple linear regression model. In this type of modeling, additional independent variables (or covariates) are added to the regression equation (eg, \( x_1, x_2, \) and \( x_3 \)) to assess the strength of the association between one dependent variable and one independent variable (eg, admission blood glucose), to improve its predictive abilities for the outcome variable and to better fit the data to a straight line. (It should be noted that multiple regression refers to multiple independent variables for a single outcome variable and multivariate regression refers to the analysis of multiple outcome variables in the same model.) Suppose that a simple linear regression reveals a positive relationship between admission blood glucose and the hospital LOS. Such a relationship could conceivably be explained by some other, third variable (eg, age, body mass index [BMI], and diagnosis). For example, patients with high admission blood glucose may also have high BMI values, and it may be their BMI rather than admission blood glucose that helps to explain the longer LOS. In this case, a simple regression model might show a positive relationship between admission blood glucose and LOS, but a multiple linear regression that controlled for BMI and other factors might show no relationship between admission blood glucose and LOS. To explore this relationship further, BMI may be changed from a continuous independent variable to a categorical independent variable and this is often accomplished through the creation of indicator variables (previously referred to as dummy variables). In this example, BMI could be a two-level categorical variable, such as obese vs not obese and this is simple to code (eg, 1 = obese, 0 = nonobese) and to interpret in your regression model. However, if there is an interest in looking at a variety of levels of BMI, the investigator could create \( \kappa \)-1 indicator variables where \( \kappa \) is the total number of levels of BMI. In most nutrition research using BMI, there are generally four categorizations used; “normal” is most often the reference category to which all other indicator variables are coded and compared. Referring back to our example, indicator variables representing “obese,” “overweight,” or “underweight” could be created and inserted into the regression model each as an independent variable to compare the influence of these individual BMI categories on the blood glucose and hospital LOS relationship.

To enhance understanding of multiple regression modeling, consider a well known example—the Harris-Benedict equation. Based on experiments with indirect calorimetry, multiple regression models were developed to estimate resting energy expenditure (REE) in adult men and women as predicted by a set of characteristics of 239 men and women (8). For illustrative purposes, we will consider the following equation for women, where resting energy expenditure is the dependent variable (y):

\[
\text{REE} = 655 + 9.6 \times (\text{weight in kg}) + 1.8 \times (\text{height in cm}) - 4.7 \times (\text{age}).
\]

The regression coefficients in the Harris-Benedict equation can be interpreted as follows:

- \( \beta_0 \) (the intercept) is equal to 655; corresponding to the estimate of REE when an individual has 0 weight, 0 height and is 0 years of age. The intercept, as in this case, is often biologically implausible and simply reflects a mathematical extrapolation with no meaningful interpretation.
- The regression coefficient for weight \( (\beta_1 = 9.6) \) reflects the estimated average increase in a person’s REE for each 1 kg increase in their weight, while holding height and age constant.
- The regression coefficient for height \( (\beta_2 = 1.8) \) represents the estimated average increase in REE for each 1 cm increase in a person’s height, while holding weight and age constant.
- The regression coefficient for age \( (\beta_3 = -4.7) \) has a slightly different interpretation due to the negative sign, reflecting the estimated average decrease in REE for each 1-year increase in age, while holding weight and height constant.

An important assumption of the Harris-Benedict equation is that there is no effect modification (or interaction) between the covariates in the model (ie, weight×height, weight×age, or weight×sex). That is to say, changes in REE per unit change in weight are assumed to be constant for individuals of all heights, ages, and sex. If this assumption is incorrect, then regression models based on the effect modifier (ie, weight, height, and sex) must be conducted and presented. For example, a researcher could estimate separate regression models for individuals with different values of the variable that is believed to modify the effect (ie, separate models for men and women). Alternatively, the researcher could estimate a single regression model, but interact the independent variable of interest (eg, weight) with the covariate believed to be the effect modifier (eg, sex). Considering there are sex-specific Harris-Benedict equations, it is likely the REE varied significantly by sex; thus, two separate formulae were developed to better reflect more precise estimates of the indirect calorimetry data.

Although simple and multiple linear regression modeling techniques are used extensively in nutrition research, it is important to remember that these estimates are subject to random error and uncertainty. This uncertainty is recognized in regression equations in a couple of different ways. First, researchers should estimate the standard error of each of the regression coefficients and
use the standard errors to calculate the confidence intervals (CIs) around these regression coefficient point estimates (7). The standard error and associated CI reflect the uncertainty of the estimation process by providing information on the extent to which the true value of the regression coefficient could differ from the point estimate and still remain consistent with the data used to estimate the model. Given this uncertainty in the point estimate of a regression coefficient, researchers often conduct tests of the statistical significance of a regression coefficient to determine whether a claim can be confidently made that the regression model provides evidence of a true relationship—positive or negative—between the covariate and outcome. If a regression coefficient is positive and statistically significant, the researcher can claim evidence of a positive relationship between the covariate and outcome, even after controlling for the other covariates in the model.

Second, researchers should consider the coefficient of determination, or the $R^2$, in linear regression modeling. The $R^2$ will relay how well the regression line approximates the real data points; the higher the $R^2$ the better the agreement between the observed and modeled values—an $R^2$ value of 1.0 indicates perfect agreement, an $R^2$ value of 0.0 indicates no agreement. Another way of interpreting $R^2$ values is that they indicate the proportion of the variation in the dependent variable explained collectively by the independent variables in the model. In the previous example, an $R^2$ value of 0.50 would indicate that half of the variation in adults’ REE can be explained by differences or variation in their heights, weights, and ages. When additional covariates are added to a linear regression model (eg, $x_1$ and $x_2$), the $R^2$ value will either remain constant or more likely increase, since additional information should help predict values in the dependent variable, even if only by chance. Thus, in addition to the simple $R^2$ value, adjusted $R^2$ values are generated in multiple linear regression models. These values will increase only if the new covariate improves the model more than would be expected by chance.

There are also additional considerations that are important in conducting and reporting results from multiple linear regression models. First, when interpreting the results of any regression equation, it is vital to report the unit to which the regression function corresponds. For example, if an investigator were interested in examining the relationship between sodium intake and diastolic blood pressure, it would be meaningless to report the independent variable in one mg sodium increments. Increments of perhaps 1,000 mg sodium would likely be more interpretable. Second, it is also important to consider the context of the regression equation. For example, the Harris-Benedict equation was developed nearly a century ago and may not reflect the body weight and racial diversity prevalent in society today; thereby limiting its applicability for certain clinical populations. As with any statistical tool, the reader should be well informed of its inherent and contextual limitations.

**LOGISTIC REGRESSION**

Although linear regression is appropriate when the dependent variable is quantitative, logistic regression modeling is used in epidemiologic studies or other nutrition-related research where the dependent variable is binary (eg, 0 and 1) or dichotomous (eg, yes/no or alive/deceased.) For example, the probability that an individual will develop coronary heart disease by a certain age might be predicted by family history, serum cholesterol, body mass index, and diet quality. The basic logistic regression model can be expressed mathematically as follows:

$$\log \left( \frac{P}{1-P} \right) = \beta_0 + \beta_1 X$$

where $P$ denotes the probability of the outcome, the intercept ($\beta_0$) is an estimate of the log odds of the outcome when $X=0$, and the coefficient ($\beta_1$) reflects the estimated increase in log odds of the outcome per 1-unit increase in $X$ (7). A graphic depiction of this mathematical formulation is depicted in Figure 3. Fundamentally, it is critical to understand that this type of modeling is designed to describe the probability of an outcome given a set of numerical or categorical risk factors. The logistic function, or $(P/1-P)$, describes a probability and, therefore, has a limited range between 0 and 1. The end value reflects the natural logarithm of the odds of the outcome, also called the logit or the log odds. This type of modeling may be used in case-control, cross-sectional and prospective studies and is considered the most popular modeling procedure (9). This is due, in part, to the ease and inter-
developing an infection, regardless of the exposure to this type of cancer treatment has a 40% likelihood of the outcome. In this example, any patient admitted for this type of cancer treatment who receive parenteral nutrition are about two times more likely to develop an infection after controlling for age, sex, race/ethnicity, diagnosis (Model 9), and Treatment (Model 10).

However, in model building it is always critical to assess if there is evidence of effect modification (or interaction). This is necessary when the investigator suspects that the outcome may be significantly altered by the presence of another variable in the model. Typically, there is a rationale or biological plausibility underlying why the two independent variables may be interacting to greatly alter the point estimate. To test for interaction, entails adding product terms to your multivariate logistic regression model. For example, in the previous example, perhaps the investigator suspected that the risk of infection was significantly altered by diagnosis or a specific treatment modality. Using multivariate logistic regression, one can test these effects by inserting the product terms of parenteral nutrition×diagnosis and parenteral nutrition×treatment into the regression equation. As seen in Models 11 and 12, significant decreases in the ORs and accompanying 95% CIs occur. In this cohort a particular diagnosis confers a specific treatment (coded as 0 or 1); therefore, a more logical approach to presenting these data would be to present the results separately for each treatment regimen. Based on the models presented in the Table, the researcher can conclude that the odds of infection increase with parenteral nutrition administration in this cohort of patients with cancer and that this relationship is modified by which particular cancer treatment the patient receives and is largely unaffected by age, sex, or race/ethnicity. Additional modeling and analysis would then be required for each treatment strata to best optimize the model reflecting the exposure-disease relationship of interest.

**SURVIVAL ANALYSIS**

Cohort studies allow us to follow an exposure, such as a specific diet or behavior, forward to an outcome such as death, hospitalization, or having a body mass index >30. The most powerful analyses of this type of study examine the pretability of its regression estimates that can easily translate into an odds ratio (OR). The OR expresses the probability of having the exposure among those with the outcome (cases) divided by the odds of having the exposure among those without the outcome, given a set of risk factors (5). An OR should always be accompanied by a 95% CI. The 95% CI is similar but distinctly different from the coefficient of determination used in linear regression. Specifically, the 95% CI relays the reliability of the point estimate and is calculated using information from the variance-covariance matrix. Although this derivation is beyond the scope of this review, it is important to understand that a narrow CI (eg, 2.2 to 2.8) implies high precision and a wide confidence interval (eg, 2.2 to 34.8) implies poor precision.

To better illustrate logistic regression modeling, suppose an investigator wanted to examine the relationship between the presence or absence of infection and parenteral nutrition administration in a cohort of patients with cancer. Here, the dependent variable is infection (eg, yes/no) and parenteral nutrition is the independent variable, or the exposure variable. This is simply presented as:

\[
\text{OR} = \beta_0 + \beta_1(\text{parenteral nutrition}),
\]

where parenteral nutrition =1 or 0. Inherent in this example is the need for a non-exposed group, or a control group where parenteral nutrition =0. This group should have similar baseline clinical characteristics to the other group, but did not receive parenteral nutrition. Limiting the analyses to this simple relationship reveals a univariate logistic regression model, which is often referred to as the crude model. However, most analytical approaches require several other characteristics of the participants be considered to help increase the predictive capabilities of the model and to control for specific confounders (ie, factors known to influence the exposure–disease relationship). Similar to multivariate linear regression, this is known as multivariate logistic regression modeling. There are many approaches to model building, all of which include practical and mathematical decisions and some consideration of additional characteristics of the participants. For example, depending on the research question or population under study, most models control for age and sex. Some statistical programs can provide the best model when a set of given variables are provided; however, these best models should be reviewed carefully because they may not reflect a model that includes all expected variables. Often, some variables will need to be forced into the model based on convention and the best approach may not take this into consideration (eg, age, sex, and race/ethnicity).

To illustrate an approach to fitting a multivariate logistic regression model, we will continue with the previous example using the output shown in the Table. Each row of the table represents a different logistic regression model reflecting the odds of infection and a given set of independent variables; parenteral nutrition is considered the main exposure variable. The α, or the intercept only model, is often conducted to assess the background odds of the outcome. In this example, any patient admitted for this type of cancer treatment has a 40% likelihood of developing an infection, regardless of the exposure to parenteral nutrition. Model 2, or the crude model, reflects the odds of infection when only the exposure variable is added (when \(X_1=1\)). The crude model is often thought of as the comparative model because it serves as the baseline for which all other variables are considered for inclusion. In this model, patients admitted for this type of cancer treatment who receive parenteral nutrition are approximately 2.2 times more likely to develop an infection than patients who do not receive parenteral nutrition, not taking into account other clinical characteristics (ie, \(\beta_2, \beta_3, \beta_4, \beta_5, \text{and } \beta_6\)). In Models 3 through 6, we observe very little movement of the OR and 95% CI when age, sex, and race/ethnicity are included independently, respectively, or when added together (Model 8). In Models 6 and 7, there is a slight decrease in the OR and 95% CI when diagnosis or treatment, respectively, are added to the crude model. These changes reflect a confounding association of these independent variables on the exposure-disease relationship. In Models 9 and 10, we continue to observe a slight alteration in the OR and 95% CI when diagnosis and then treatment are included along with age, sex, and race/ethnicity. To interpret either of these models, one can say that patients admitted to the hospital for this cancer treatment who receive parenteral nutrition are about two times more likely to develop an infection after controlling for age, sex, race/ethnicity, diagnosis (Model 9), and Treatment (Model 10).
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Survival analysis has many of the same parameters as previously described for logistic regression but adds additional information to that approach on the time to the event. Using our previous example of parenteral nutrition exposure and infection, we could use survival analysis to examine time until first infection in a group of patients who received parenteral nutrition compared to a group who did not receive parenteral nutrition. The investigator could test the hypothesis that infections would occur more rapidly in the parenteral nutrition exposed group based on the higher incidence of hyperglycemia observed in parenteral nutrition recipients. This type of analysis enhances the previous logistic regression findings further by reinforcing the strength of the association in a different context and provides a foundation to support a cause and effect premise. However, the difficulty in this example is the varying time points of actual exposure since the non–parenteral nutrition group did not actually receive parenteral nutrition. To determine these temporal changes in infections, standardized time frames would need to be created to allow for adequate comparisons for the groups across time.

Another more straightforward example of survival analyses could be an investigator who wants to examine the association between dietary cholesterol and heart disease in individuals over a 10-year period. Logistic regression could be used to test the association between the dietary data, including dietary cholesterol intake, and the incidence of myocardial infarction and produce an OR to summarize the estimated risk. However, survival analysis would take advantage of additional information that is not captured in the logistic regression model. The time to the event may contribute important information on the difference between two diets (eg, defined Western diet and low total and saturated fat, low cholesterol diet). In theory, such research could conclude that individuals on one diet had a longer disease-free period or time until a cardiovascular event compared to the other diet group.

Survival analysis is also conducted using a regression model, but the model always includes a factor representing the timing of the outcome (10). The actual statistical test is the Cox regression analysis test and is represented as:

$$\text{Log}(t) = \beta_0 + \beta_1 x_i$$

In this mathematical formula $t$=time, $\beta_0$ is the intercept or constant, and $\beta_1$ is the beta or slope. The inclusion of a time factor allows for the examination of the risk of the outcome based on estimates at any one point in time following initial enrollment. The risk is actually evaluated in a cumulative fashion over the time of the study. The test yields a hazard ratio that is a relative risk estimate for the association between the exposure or risk factor and the health outcome of interest (11).

### Censored Values

To conduct a survival analysis, the investigator creates two variables, one variable for the endpoint that indicates whether the event or condition ever occurs and a second variable for the time factor. The endpoint in this example could be one of two options: either participants are diagnosed with a myocardial infarction (endpoint=1) during the follow-up period, or they are not diagnosed with a myocardial infarction (endpoint=0). Of those who do not have the endpoint, some participants may be lost to follow-up or some may die from another cause. These are termed censored outcomes because from that time forward the participant is no longer at risk of the outcome myocardial infarction and should be essentially removed from further analysis. The time variable is generally counted from the day of enrollment in the study and is usually recorded in days. In this example the potential day of the endpoint would then be between 0 and 3,652 representing the 10 years of follow-up. An extension of our example, including the endpoint and time factors is an individual who has a myocardial infarction at day 456. The endpoint would be one and the time would be 456.

---

### Table.

Sample logistic regression models, parameter estimates, standard errors (SEs), odds ratios (ORs) and 95% confidence intervals (CIs) examining the associations of infection (the outcome) and parenteral nutrition (PN) administration (the exposure)

<table>
<thead>
<tr>
<th>Model*</th>
<th>Intercept± SE</th>
<th>Exposure± SE $\beta_1$± SE</th>
<th>$\beta_2$± SE</th>
<th>$\beta_3$± SE</th>
<th>$\beta_4$± SE</th>
<th>$\beta_5$± SE</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1: Intercept</td>
<td>.336±.1073</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.40 (1.25-1.55)</td>
</tr>
<tr>
<td>Model 2: PN</td>
<td>-0.090±.1608</td>
<td>.768±.2192</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.16 (1.40-3.30)</td>
</tr>
<tr>
<td>Model 3: Age</td>
<td>-1.386±.4548</td>
<td>.771±.2204</td>
<td>.0009±.00847</td>
<td></td>
<td></td>
<td></td>
<td>2.16 (1.40-3.33)</td>
</tr>
<tr>
<td>Model 4: Sex</td>
<td>-0.255±.1835</td>
<td>.749±.2196</td>
<td>-.1627±.2216</td>
<td></td>
<td></td>
<td></td>
<td>2.17 (1.41-3.33)</td>
</tr>
<tr>
<td>Model 5: Race/ethnicity</td>
<td>-0.091±.1961</td>
<td>.769±.2197</td>
<td>.0023±.2197</td>
<td></td>
<td></td>
<td></td>
<td>2.16 (1.40-3.32)</td>
</tr>
<tr>
<td>Model 6: Diagnosis</td>
<td>-3.641±.2076</td>
<td>.709±.2219</td>
<td>.4849±.2285</td>
<td></td>
<td></td>
<td></td>
<td>2.03 (1.32-3.14)</td>
</tr>
<tr>
<td>Model 7: Treatment</td>
<td>-2.353±.1731</td>
<td>.718±.2215</td>
<td>.5761±.2448</td>
<td></td>
<td></td>
<td></td>
<td>2.05 (1.33-3.17)</td>
</tr>
<tr>
<td>Model 8: Age+sex+race</td>
<td>-0.067±.4959</td>
<td>.777±.2216</td>
<td>.0007±.00856</td>
<td>-.1625±.2220</td>
<td>.0126±.2220</td>
<td></td>
<td>2.18 (1.41-3.37)</td>
</tr>
<tr>
<td>Model 9: Age+sex+race+diagnosis</td>
<td>-1.052±.6508</td>
<td>.736±.2238</td>
<td>.0111±.00967</td>
<td>-.0796±.2264</td>
<td>.169±.2237</td>
<td>.6294±.2656</td>
<td>2.09 (1.35-3.24)</td>
</tr>
<tr>
<td>Model 10: Age+sex+race+diagnosis+PN</td>
<td>-1.243±.6583</td>
<td>.7115±.2252</td>
<td>.0131±.00972</td>
<td>-.0590±.2277</td>
<td>.1898±.2343</td>
<td>.5237±.2713</td>
<td>.5066±.2580</td>
</tr>
<tr>
<td>Model 11: PN+diagnosis+Diagnosis</td>
<td>-.1769±.2435</td>
<td>.3105±.3553</td>
<td>.1539±.3245</td>
<td>.6486±.4550</td>
<td></td>
<td></td>
<td>1.36 (.96-1.95)</td>
</tr>
<tr>
<td>Model 12: PN+treatment+PN</td>
<td>-.1035±.1859</td>
<td>.4640±.2581</td>
<td>.0522±.3704</td>
<td>.9397±.5031</td>
<td></td>
<td></td>
<td>1.59 (1.23-2.06)</td>
</tr>
</tbody>
</table>

*Variable definitions: age is continuous; sex is coded as 1 woman, 0 man; race is coded as 1 white, 0 other; diagnosis is coded as 1 multiple myeloma, 0 other diagnosis; and treatment is coded as 1 aggressive chemotherapy, 0 non-aggressive chemotherapy.
For a participant lost to follow up during the sixth year the endpoint would be zero and the time would be the day of last contact, such as day 2,242. At day 2,243 this person is censored from the analysis because this person can no longer provide an estimate on the association between dietary cholesterol and the incidence of a myocardial infarction. Those who complete the study without a myocardial infarction would have an endpoint of zero with a time of 3,650. This regression analysis provides the overall estimate of the association between the dietary groups and the outcome with consideration for the time to the event and the use of censoring to account for nonevents during the study. This is a more refined analysis and makes use of all of the information on the individuals. The Cox regression analysis has provided an estimate of the survival or hazard analysis over time (12).

Kaplan-Meier Plots
In addition to the regression analysis, a survival analysis may include a Kaplan-Meier plot, which is an illustration of the change in the survival curve from the initial time point of enrollment at Day 0 to the closure date of the endpoint at 10 years. This curve is a very useful visual of the relationship. An example of a Kaplan-Meier curve is presented in Figure 4. To orient to the plot, consider the x axis a time continuum from the start of the study (Day 0) to the last day of the study (Day 3,650). The y axis represents the participants still at risk of the endpoint throughout the study with an estimate of the association. At enrollment, all data points are at the upper left of the graph showing all participants free of the endpoint. Over the course of the study, as events occur (a myocardial infarction) (lost to follow-up or death from another cause) the curves will slope down. However, if a participant has been censored the slope does not drop at the date when the individual was censored but at the next date when there is an event. Therefore, a drop in the curve always indicates that there has been at least one event but it may also reflect any censored participants since the last event. At the end of the study, the final position of the line represents both loss to events and to censored participants and reflects only those individuals still at risk for the outcome at the end of the study. If there were no events (a myocardial infarction) or censored observations both curves would be straight across. Every drop in the slope represents one or more events (occurrences of the outcome among sample members) at that point in time. In the example where the question compares two diet groups, there would be one curve representing the low-cholesterol diet and one for the control diet. In addition to the graphic presentation, the Kaplan-Meier method estimates a log-rank test, which will compare the difference between these two slopes at the end of the study. A more common use of a log-rank test is the Mantel-Haenszel test, which also compares two samples with a nonparametric distribution. In the example of the Kaplan-Meier
method the data are nonparametric because the distribution is right censored as opposed to a normal curve. (See Figure 4 to confirm the shape of the distributions.) The actual log-rank test that was conducted on this hypothetical data produced a $P$ value of $<0.001$. The interpretation of the information presented on the plot, combined with the finding of the log-rank test, could be summarized as: There was a significant difference between the two diets in this study in the time to a myocardial infarction with the individuals on the low cholesterol diet remaining free of a myocardial infarction longer than the individuals on the defined Western diet.

MULTIVARIATE COX REGRESSION ANALYSIS
The examples above were univariate approaches in which the estimates were made with only the exposure (low [total and saturated] fat, low cholesterol diet and the control diet (Western diet) and the outcome (myocardial infarction or no myocardial infarction) in the model. As described in the earlier section there may be extraneous factors that influence the basic relationship of interest (ie, confounding). Therefore, it may be necessary to include possible covariates in these analyses. However, although Cox regression analysis is well suited to the inclusion of covariates, the Kaplan-Meier plot and the log-rank test will only test the univariate model. For this reason, the combination of the two approaches provides an easily interpretable graphic of the overall shape of the differences over time and a test result on the relationship, which may include confounding factors (10). In this hypothetical example, the actual multivariate Cox regression analysis, including adjustment for age and sex, yielded a hazard ratio of 0.22 (95% CI of 0.16 to 0.29; $P<0.0001$). The conclusion is that there is a significant protective effect in the time to a myocardial infarction with the low (total and saturated) fat, low cholesterol diet compared to the time until myocardial infarction with the defined Western diet after adjustment for age and sex.

Survival analysis methods have been used in many large prospective studies involving diet and health such as the Nurse’s Health Study, the Women’s Health Initiative, and the Framingham Heart Study. Therefore, it is very useful for nutrition researchers and dietetics practitioners to have the skills to interpret these statistical tests.

CONCLUSIONS
Before embarking on the aforementioned statistical procedures, it is assumed that careful attention has been paid to all data collection methods. Although the topic of data management is not addressed in this review, it is important to highlight that the statistical analyses, no matter how rigorous, will be fraught with inherent errors and lead to meaningless or flawed results when recorded data are not reflective of the study conditions. Quality assurance techniques and standardized approaches to data gathering and data management should be sufficiently detailed within the methods section of every article before the description of the statistical approach. This review has provided a basic explanation of commonly used multivariate techniques in nutrition-related research, simple and multiple linear and logistic regression, as well as Kaplan-Meier and Cox Proportional Hazards regression. Understanding the constructs and interpretation of these techniques can help considerably when designing nutrition research, and also when analyzing, interpreting, and publishing study findings. Consultations and collaboration with a biostatistician is highly recommended because these types of advanced analyses involve sophisticated statistical programming and statistical expertise. Future articles in this series will introduce other multivariate statistical techniques encountered when conducting and publishing nutrition-related research.
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